President, Ladies and Gentlemen

It is a great honour for me to address such a distinguished gathering and I would like to thank the organisers of this seminar for giving me this opportunity. Artificial intelligence (AI for short) is now all around us. It is not a sort of nebulous omniscient creature, but a set of computer technologies used to create machines capable of reproducing the cognitive capacities of the human being. Many of these technologies, such as automatic learning, are already used in many sectors of our society – commerce and marketing, communications and media (for example in your smartphone, to recommend films, etc.), the financial sector, transport, agriculture, education, health, public administration and, yes, also the judicial system.

The number of legal tech companies in Europe is increasing, as is the use of algorithmic systems by the legal professions. It is not only the lawyers and insurance brokers, but also the judicial authorities, who are increasingly relying with some enthusiasm on AI in general, and on automated decision-making systems, in particular. That is what is shown by the latest report of the NGO Algorithm Watch, Automating Society, which describes a number of systems that the police and justice system, in France, Germany, Italy, Spain, Switzerland, the Netherlands and Estonia, have incorporated into their activities, or are in the process of testing. These systems, such as PreCobs, DyRIAS or ROS-FaST, are used to predict burglaries or recidivism, but also to facilitate decision-making in a litigation context.

1 The author wishes to thank Yannick Meneceur, Geneviève Vanderstichele and Martin Sas for their comments on a preliminary version of this text and all those who took part in the discussion for their precious comments and pertinent questions.
2 To date, there is no single definition of artificial intelligence in the scientific community. The term, which has become part of our daily lives, covers a broad set of scientific methods, theories and techniques whose aim is to reproduce, by a machine, the cognitive abilities of human beings. It can therefore encompass any automation resulting from this technology, as well as specific technologies such as machine learning or deep learning based on neural networks. See the glossary in Annex III to the European Ethical Charter on the use of Artificial Intelligence in judicial systems and their environment (CEPEJ, 2018), and Y. LeCun, 2016.
3 Start-up businesses specialising in the design of new services and legal applications. For an overview of the types of services and applications, see CEPEJ, 2018, Annex I.
4 Even though, for the time being, applications are mainly developed in the English-speaking world.
5 Used in Germany and Switzerland; see Algorithm Watch, 2020, pp. 114 and 262.
6 Dynamic Risk Assessment Systems, used in Germany and Switzerland; see Algorithm Watch, 2020, pp. 116 and 257.
7 Risk-Oriented Sanctioning Case Screening Tool, used in Switzerland; see Algorithm Watch, 2020, p. 261.
It is above all these “predictive” applications which have attracted public attention, and the terms sometimes used by the press or even literature, such as “algorithmic justice” or “robot-judge”, have raised the hopes of some people with the promise of more efficient justice, but have also given a good many nightmares to others, particularly with regard to respect for judicial procedures and the principles of a fair trial.

Indeed, the detrimental effects that such applications may have on the fundamental rights of individuals, such as the protection of private life and personal data, respect for the principle of non-discrimination or the right to a fair trial, have been widely debated and documented in reports by the press, scientific researchers or digital rights advocates.

These reports have highlighted the potential for bias and discrimination arising from the use of machine learning and AI applications. To put it simply, *algorithms are neither “neutral” nor “objective”*. Cathy O’Neil, a US data scientist⁹, calls them a new “weapon of mass destruction”, suitable for those who have to make difficult decisions – “computer says no”, ah, too bad, but it’s not my fault, the machine is always right (“the algorithm made me do it” – this phenomenon is known as “math-washing”).

But the truth is that the machine is simply reproducing the biases and beliefs of those who program and operate it. Such ‘biases’ can also be inherent in the data sets used to train the system, especially when historical data are used. Very often, these historical data contain discriminations, which learning models can potentially reproduce and even aggravate. This was the case with the COMPAS (Correctional Offender Management Profiling for Alternative Sanctions) software, which has been used in some US states to assess the risk of re-offending when a judge is sentencing an individual. As you may have read or heard¹⁰, a study by the NGO ProPublica in 2016 revealed the discriminatory effects of this algorithm and found that African-Americans were attributed a higher risk of reoffending than white populations.

Even more seriously, the result of such systems is difficult for their “victims” to challenge – first because the systems have often been developed by private companies which claim intellectual property rights, but also more generally because of the opaque nature of some of the machine learning approaches. Analyses produced automatically from unsupervised learning and deep learning methods risk incorporating undetected illegitimate determinants. Without any explanation or transparency as to what criteria may have influenced the outcome, this is tantamount to allowing a “black box”¹¹ to influence the outcome of a case in a completely discretionary way and is capable of reproducing inequalities.

In relation to this aspect of the explanation, one must be aware of the mathematical and statistical formalism of these algorithmic systems, especially those used for *Legal Judgment Prediction (LJP)*¹².

**How exactly do these systems work?**

Without going into technical detail, these systems build models, typically mathematical or statistical models, by trying to reveal hidden correlations in a large amount of data. The construction of these models will therefore rely on raw material, in this case a large corpus of judicial decisions already rendered in a certain type of litigation, and machine

---

⁸ According to CEPEJ, the term “predictive justice” should be dismissed because it is ambiguous and misleading. These tools are based on methods of analysis of case-law using statistical methods that do not in any way reproduce legal reasoning but may attempt to describe it (CEPEJ, 2018, at p.61). While the term “predictive justice” is frequently used for the technologies in question, a more precise term would be “judicial decision modelling technologies” because it is more accurate in terms of how they function (by the construction of outcome models), their aim not being confined to mere “predictions” (see below).


¹⁰ For further details see Menecour and Barbaro, 2019. The authors note that “to reduce an individual’s destiny to that of the statistical group of which he or she is a member seems like a determinist approach that would be hard to reconcile with the demands of the right to a fair trial in Europe” (translation from French).

¹¹ Expression used by Frank Pasquale, Professor at Brooklyn Law School, who noted in 2015 that an interconnected society based on opaque algorithmic systems was a sort of black box. The metaphor remains valid today (see Algorithm Watch, 2020).

¹² There are already a number of examples of uses for these technologies and a wide range of stakeholders interested in their use (or non-use), including parties to proceedings, judges adjudicating, analysts of the historical performance of judicial systems, or policy makers seeking to ensure the fair and efficient functioning of the judicial system.
learning, to discover **correlations** between lexical groups\(^{13}\) (these models do not therefore attempt to imitate a judge’s reasoning – I will come back to this later). More concretely (and to simplify): when the system recognises certain words or groups of words, or links between them, it classifies the text in the category “violation” or “non-violation”, with a probability score. These models are then used to assess the **probability** of an outcome in potential or ongoing proceedings.

But is the statistical correlation between two events (or lexical groups) sufficient in itself to explain the actual causal relationships? No, of course not\(^{14}\). And a court’s decision is often binary – violation or non-violation, allow or refuse, guilty or not guilty, uphold or overturn – but not always, thus complicating the modelling.

In conclusion, while mathematical and statistical formalism performs well in closed, quantifiable environments, it is far less suited to open environments such as justice\(^{15}\). As Einstein is supposed to have said: “Not everything that can be counted counts, and not everything that counts can be counted”.

Should we thus abandon this idea of “predictive justice”? Not necessarily. Because these technologies are highly **promising**: they can offer more informed approaches to litigation for litigants, to the organisation of the court’s work and the prioritisation of cases and, indeed, can also improve the efficiency, consistency and fairness of judicial decisions.

However, they also carry a number of **risks**, including the reinforcement and perpetuation of existing biases in previous decision-making, the imposition of limitations on the right of access to a court, and the weakening of the fundamental principles of judicial independence and the rule of law\(^{16}\).

**How should these challenges be addressed?**

In the first place, technological progress will undoubtedly remedy some of the problems identified. Algorithmic systems are becoming increasingly transparent, more efficient and more sophisticated. Specifically in the area of LJP, researchers – often Chinese\(^{17}\) – are becoming better at combining different types of data to produce more accurate predictions: facts, legal rules, annotations, historical information, external factors correlated with the decisions made by a court (such as the court’s workload, the time of day a hearing is held, etc.\(^{18}\)). Through research in the field called XAI (Explainable AI), many methods have been developed to make new models more explainable and interpretable. There is a growing community of researchers and practitioners interested in fairness, accountability and transparency in machine learning\(^{19}\).

Organisations such as the IEEE (Institute of Electrical and Electronics Engineers) have initiated efforts to develop technical standards that incorporate ethical principles into AI design. Some of these standardisation projects, particularly those dealing with issues of transparency (P7001™) and algorithmic biases (P7003™) are highly relevant to the judicial domain\(^{20}\).

However, even though technology is advancing, one must be careful not to fall into the **techno-solutionist trap**: technology will not provide all the answers. The **paradigm shift from print to digital** raises **fundamental questions** –

---

\(^{13}\) In practical terms, the machine will search in various parameters identified by the designers (such as length of marriage, professional situation, disparity of property situations, age and state of health of the parties in the case of compensation) for possible links with the results arrived at by the court (the amount of the compensation awarded according to these criteria).

\(^{14}\) As somewhat amusingly illustrated by Buzzfeed’s “10 Most Bizarre Correlations” – [https://www.buzzfeednews.com/article/kjh2110/the-10-most-bizarre-correlations](https://www.buzzfeednews.com/article/kjh2110/the-10-most-bizarre-correlations).

\(^{15}\) This explains why the development of legaltechs has focussed on disputes with quantifiable decisions, leaving the judge a fairly moderate margin of appreciation, such as in matters of personal injury compensation, employment law or divorce.

\(^{16}\) Among other things, this can be explained by the effect of “automation bias”, i.e. the propensity of humans to favour the suggestions of automated decision systems and to ignore contradictory information made without automation, even if it is correct.

\(^{17}\) See for example Zhong et al., 2018, and Zhu et al., 2020.

\(^{18}\) The effect of such external factors on judicial decision-making is nevertheless undisputed – see Jean, 2021.

\(^{19}\) See [https://www.fatml.org/](https://www.fatml.org/).

\(^{20}\) See [https://ethicsinaction.ieee.org/](https://ethicsinaction.ieee.org/).
about the role of the law, as well as judges, in our society – and they call for a human response, or more specifically a
response from us, in the legal professions, not from engineers. In addition, there are challenges which require a legal
framework to guide technological innovation in the right direction.

Let us start with these fundamental questions. One of them is the question of the normative value to be attributed
to the result of an algorithmic system: is it desirable to produce a “norm from a number”? According to one of my
colleagues, Geneviève Vanderstichele, a researcher at Oxford University and a judge at the Court of Appeal in Ghent,
Belgium, this result cannot currently be characterised as a precedent, as a fact, as expert evidence, or as a secondary
source of law21. Rather, it should be approached as a sui generis concept in dispute resolution, a stand-alone concept,
allowing a quantitative legal argument to be incorporated into the open texture of law. Another colleague, Mireille
Hildebrandt, professor in Brussels and Nijmegen, is also studying the implications of a new method of quantitative
interpretation.

Another question concerns the identification of cases where the use of algorithmic automated decision-making
systems is less, or not at all, appropriate. As already observed, LJP technologies do not seek to model the reasoning
that leads to a judge’s decision, “the outcome” of the proceedings. LJP focuses only on that outcome, not on the path
leading to it22. And the path followed by LJP is fundamentally different from that followed by a human judge. Of course,
this does not detract from the “success” of the technology, when it leads to the “right” outcome.

But how does one define “success”? Or the “right outcome”? These are two crucial aspects ...

Let us start with “success”: what is the success rate we expect from these systems? 50%? In that case, we might as
well toss a coin in the air, heads or tails. 100%? That would imply a foolproof system. Somewhere in the middle? A
frequently cited (and criticised23) study of the effectiveness of LJP in predicting the outcome of proceedings before the
European Court of Human Rights24 reflects, in its conclusions, the levels of accuracy achieved by the technology: on
average, it was able to give an accurate prediction of the outcome of proceedings25 in about 79% of cases. Other
evaluations of the effectiveness of LJP technologies have arrived at similar results26.

These results, although a few years old now, are revealing. Are tools that get the “correct” result only about four times
out of five good enough to apply in a court system? And even assuming that the success rate improves in the future,
do these tools achieve the “right outcome”? Would this be equivalent to the outcome that a human judge would have
obtained in the same proceedings by following conventional legal reasoning? Is the outcome the only relevant
element, or also the path leading to it? As legal theory has highlighted, judicial reasoning is above all a matter of
assessment and interpretation, both of the proven and relevant facts of the case and of the applicable legal rules
(legislative or jurisprudential), but also involves the judges’ subjective interpretation of the concept of fairness.

There are several other issues to be addressed, such as public access to justice and the online publication of court
decisions, as these data provide the fuel, or “black gold”, for AI systems. In several European countries there is an
interesting debate on “open data” and anonymisation of court decisions, as well as on the profiling of judges27.

---

21 Categories used in current legal practice.
22 It should, however, be noted that to arrive at a given outcome, technology can, especially if it is designed with explanatory capabilities, identify
the factors that led it to that outcome (and these factors may also be among those that would influence a human decision-maker (judge) dealing
with the same legal issue).
23 Inter alia, by Meneceur and Barbaro, 2019.
24 Aletras et al., 2016.
25 When the outcome was either the finding of a violation of the ECHR or a finding of no violation.
26 The LJP technology evaluated by Katz et al., 2014, for example, achieved 69.7% accuracy. The tools studied by Chen et al, 2017, achieved 82%
accuracy. The accuracy of the approaches studied by Grabmair, 2017, ranged from 69.4% to 84.3%. The LJP approach studied by Westermann
et al., 2019, achieved an accuracy of 70.8%.
The time available today is too limited for me to explore all these pressing issues in depth. It should be noted, however, that in its European Ethical Charter on the use of artificial intelligence in judicial systems and their environment, adopted in 2018, CEPEJ (European Commission for the Efficiency of Justice) suggested that, in their current state, AI technologies should not be used in criminal proceedings and, even in other types of proceedings (civil, commercial, administrative), they should only be used as a decision-making aid, and not as the sole determinant of the outcome of proceedings. The second guideline given by CEPEJ says that LJP technologies should only be used within a normative framework that offers effective protection against misuse or uninformed use. This brings me to the last point of my presentation: the need for a legal framework.

Even in those situations where the deployment of AI is deemed appropriate, its design, development and operation must be governed by clear and precise norms, which require upholding the principles, values and fundamental rights in our society.

Thus, in December 2018, in its above-mentioned Ethical Charter CEPEJ set out a working basis by defining five fundamental principles to be adhered to in any AI systems used by courts:

1. **Firstly**, these systems must be compatible with human rights (obviously);
2. **Secondly**, they must abide by the principle of non-discrimination (thus preventing the creation or strengthening of discrimination between individuals or groups of individuals);
3. **Thirdly**, they must respect the principle of quality and certainty (with regard to the processing of court decisions and court data used to train, test and validate the models);
4. **Fourthly**, transparency, impartiality and fairness (which means making data-processing methodologies accessible and understandable, and allowing external audits);
5. **Fifthly**, the principle of user control (thus ruling out a prescriptive approach and enabling the user to be an informed stakeholder and master of his/her choices).

What are the practical implications of these principles? CEPEJ is currently working on defining more specific guidelines for the implementation of these principles in the context of LJP technologies. It is also looking into whether a certification or labelling framework for AI products used in judicial systems would be appropriate and feasible.

In other sectors as well, a number of stakeholders – governmental and non-governmental organisations, but also industry itself – have been producing a raft of ethical principles, guidelines and other soft law instruments for the responsible use of AI. While these documents are certainly useful as a moral compass for AI actors, their non-binding nature limits their effectiveness in ensuring proper compliance with the principles they seek to secure. In practice, their implementation depends on the goodwill of those concerned.

There is therefore a growing consensus that the use of AI needs to be regulated by law, given the significant impact that these technologies can have, not only on the fundamental rights of citizens, but also on the functioning of democratic institutions and processes, and on the rule of law. To be sure, for the time being, the use of AI is not totally outside the law, as several existing rules do apply, such as in the fields of unfair competition, civil liability or personal data protection, where GDPR secures our right not to be subject (with some exceptions) to a decision based exclusively on automated processing, including profiling, if that decision produces legal effects or has a similar significant impact.

**However, this is unlikely to be sufficient.** There are gaps in the currently applicable legal instruments. This is one of the conclusions of CAHAI, the Ad Hoc Committee on Artificial Intelligence, which the Council of Europe Committee of Ministers set up in 2019 for a period of two years and which I have the honour to chair together with my Slovenian colleague, Gregor Stroijin. CAHAI’s mission is to examine the feasibility and potential elements of a legal framework.

---

for the development, design and application of AI, based on Council of Europe standards in the fields of human rights, democracy and the rule of law.

In its work, CAHAI has concluded that an appropriate legal framework for AI systems would probably consist of a combination of binding instruments – including a new convention – and cross-disciplinary or specific non-binding instruments, which would complement each other. This approach was endorsed by the Committee of Ministers at its 131st Session on 21 May 2021; the intention is to start negotiations on a transversal instrument in early 2022.

In addition, the European Union is in the process of developing a specific binding legal instrument on AI systems. On 21 April the European Commission published a proposal for a regulation. This regulation will primarily be an internal market instrument, based on Article 114 of the Treaty on the Functioning of the European Union, focusing on AI system conformity, standardisation, and market surveillance. While it seeks to ensure that the fundamental rights of individuals are properly upheld, its aim is above all to harmonise the national laws of the Member States so that AI systems can circulate freely within the Union.

These two initiatives – that of the Council of Europe and that of the EU – will therefore be perfectly complementary (as are Convention 108 and the GDPR).

They also share a common approach, consisting in establishing a differentiated regulatory framework according to the risks presented by the uses of AI. Thus a distinction will be made between, on the one hand, uses that are prohibited because they present unacceptable risks (such as the use of AI systems by public authorities for social scoring purposes or remote and “real-time” biometric identification systems in publicly accessible areas for law enforcement), and, on the other hand, uses that are regulated because they present high risks to health, security or fundamental rights.

**Will these texts be relevant to the judicial sector?**

The answer is yes, as these texts will be able to transform the ethical principles identified by CEPEJ into binding legal obligations. Both CAHAI and the European Commission consider that AI systems used by the police and the judiciary, especially those designed to assist judicial authorities in researching and interpreting facts and the law, and in applying the law to a concrete set of facts, are high-risk applications, remaining subject to requirements related to risk assessment, technical documentation, data quality, human supervision, etc.

However, we are still at the beginning of the legislative process; the road to the adoption of final texts will be a long one. In the meantime, Ladies and Gentlemen, I am counting on you. As representatives of the superior courts of the Council of Europe member States, you are the custodians of our fundamental rights. Like, for example, your colleagues in the Netherlands, in the AERIUS and Others cases, you have the power to uphold the principles of transparency, non-discrimination, equality of arms and good governance; to condemn “black box” systems deployed by public authorities in violation of these principles; and to protect citizens from what the Council of Europe Parliamentary Assembly called (in its October 2020 resolution) digital authoritarianism. We should all be vigilant in ensuring that the predictive does not become the prescriptive ...

Thank you for your kind attention

---

29 CAHAI, 2020, p. 63.
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